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Methodology

Experiment

In this study, we proposed a heterogeneous graph model to learn hierarchical embeddings in a prefecture to maintain

the large-scale origin-destination matrix. We constructed a heterogeneous graph transformer-based network to extract

multi-level representations and used them to predict cross-level OD volumes. 

Urban indicators such as facility distributions and night 

population from open data are used for model learning.

Different OD matrices determined by types of edges and

vertices serve as parts of multi-task learning.

We performed an experiment in Shizuoka Prefecture in central Japan. The target area includes 43 cities and affiliated

mesh grids. The number of OD pairs is around 300K. We used CDR data from SoftBank Group Corp. as the ground-

truth.

This study proposes a heterogeneous graph based model to describe urban areas on a large scale. In future work, we will 

consider more types of spatial units and the relationships between units at different levels to comprehensively illustrate 

urban semantics.  

Fig. 3. Intra-level and inter-level people flows. 

Discussion

Table. 1. Performance of the proposed model. 

Fig. 1. Extraction of representations from urban indicators

Fig. 2. The framework of the proposed model. 

We compared our model with several baseline models. 

The performance of the regression problem is measured 

with three metrics: RMSE and MAE emphasize the 

individual mesh grid prediction, whereas the correlation 

of coefficient focuses on the overall prediction. 

Result
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