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The advancements in recent network architectures have encountered diminishing performance gains, prompting a shift in focus from

complicated model designs towards effective representation techniques for the data itself. In light of this, we focus on input embedding,

a widely-used, simple, yet powerful representation technique, that is often overlooked in terms of its effectiveness.

Our method is verified on five traffic forecasting benchmarks, i.e.,

METR-LA, PEMS-BAY, PEMS04, PEMS07, and PEMS08. The

first two datasets were proposed by previous works in this field.

The time interval in the six datasets is 5 minutes, so there are 12

frames in each hour. More details are shown in Table 2

Figure 1. Model Architecture for SHMoE

Table 2. Summary of Datasets

SHMoE achieves better performance on most metrics on all five

datasets without any graph modeling. The encouraging results

indicate that STHMoE shows our model can capture different

patterns while similar input sequence on different spatial nodes.

Since we decoupled the input similarity and the output feature

similarity, it brings our model the ability to handle with spatial

heterogeneity.

Conclusion

In this study, we focus on a basic representation learning technique for traffic time series forecasting, i.e., input embedding. We propose

a novel spatio heterogeneity mixture-of-experts that can work on vanilla transformers to achieve the SOTA performance on five traffic

benchmarks. Further studies demonstrate that our model can effectively capture intrinsic spatio-temporal dependencies. Instead of

designing complicated models, our study shows a promising direction for addressing the challenges in traffic forecasting.

Table 1. Performance of SHMoE

Figure 2. Predictions on METRLA for STAEformer and Ours
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